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Introduction

In the image paragraph captioning task, the model
is given an image and is asked to output a descrip-
tive paragraph of the image that describes the main
objects in this image, including their attributes and
relationships. While there are vision models that
can detect the objects in an image accurately, it is a
challenging task for the model to generate a coher-
ent, well-organized long paragraph. We study how
we can condition visual information for pretrained
language models such as GPT-2, that are tradition-
ally conditioned on texts, to utilize their power of
generating long text.

Method

We propose a simple yet effective method that com-
bines scene graph and GPT-2. The scene graph of an
image is a graph, where the vertices are the objects,
and the edges tells the relationship between any pair
of objects. There are models that can generate scene
graphs accurately, such as Graph R-CNN [4].

Figure 1:An example of image paragraph captioning, including
images with bounding boxes, reference text, and scene graph.

We can convert the scene graphs into keywords by
concatenating all the relationships, and then train a
GPT-2 to generate text based on the keywords.
To further improve the result, we separate the train-
ing and testing stage for the model. Instead of train-
ing GPT-2 to learn the output, we train it to be a
fill-in-the-blank language model.
• Training: We adapt the ProGen method of [1],

that generates keywords from the reference text
using TF-IDF. Then, the GPT-2 model is trained
to fill in the blanks of the keywords to match the
reference text.

• Testing: The GPT-2 model will fill in the blanks
of the keywords extracted from scene graphs.

Experiments

We test our method on the VisualGenome image
paragraph captioning dataset. We run experiments
with our method with and without separating train-
ing and testing, as well as a baseline methods of [2]
that maps visual features to text space. We also
compare our result to the state-of-the-art result of [3]
in terms of METEOR score on the test dataset. The
result is shown in Table 1. Our result are close to
the state-of-the-art model in METEOR score.

Model & Parameter METEOR
Frozen [2] 0.073474
CAE-LSTM [3] 0.1882
SG 0.135464
ProGen+SG (0.3) 0.181274
ProGen+SG (0.5) 0.176456
ProGen+SG (0.7) 0.170432
ProGen+SG (0.85) 0.163415

Table 1:Comparison of METEOR scores for different methods,
where ProGen is for training with [1], SG is for scene graph,
the number in parenthesis is the rate for ProGen.

Effect of ProGen Rate: The rate decides the
threshold of which words are classified as keywords.
With larger rate, the keywords will be longer, result-
ing in more details from scene graphs, but will make
generation of text harder. This is a trade-off between
“accurate description” and “better text style.”
Better Keyword Extraction: The main prob-
lem with using different training and testing stage is
that the model might suffer distribution shift, that
the distribution of keywords in training and testing
are different. There are some heuristics to improve
the keyword extraction. Taking a smaller subgraph
of the scene graph can filter out unnecessary objects.
Removing some duplicate texts about the same ob-
ject also improves the result.

Figure 2:Flow diagram of our proposed method.

Figure 3:An example of generated text and reference text.

Conclusion

We propose a new method that combines scene
graphs and GPT-2 used as fill-in-the-blank language
models. We conduct experiments on the Visu-
alGenome dataset and compare the performance of
several different methods, and show that our method
achieves top performance in METEOR scores.
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